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Research on fake news detection based on XLNet-BiLSTM-Attention modeling
HAN Xiaohong, GUO Heng, YANG Gang

( School of Information and Electrical Engineering, Hebei University of Engineering, Handan 056038, Hebei, China)

Abstract ; With social diversification and the development of online technology, fake news began to appear on the network, causing
adverse effects on individuals and society. Faced with this phenomenon, this paper proposes a detection method based on the
XLNet-BiLSTM-Attention neural model. Firstly, XLNet is employed to obtain word embeddings with contextual dependencies.
Then, the BiLSTM bidirectional gated units are utilized to capture deep semantic information. Finally, the Attention mechanism is
utilized to assign different feature weights according to the importance of the features and perform text authenticity detection. The

proposed model is compared with four commonly used neural models, achieving an accuracy of 94%, surpassing the other four

models. This reults confirms the effectiveness of the proposed model.

Key words: fake news detection; neural model; XLNet; BiLSTM; feature weights

0 51

TAFE2R | A B I0C I (A sk & Je i K, AATTAS S
2T PO D 35 S S T AR (B B A ok
AOPRPET R M I A £ 40 o 4 2 % T s i T
AR, DRI, X R fHT T 0 Je o f 5% Bk T
DAZES R 35 At 8808 IR A AR S, g
G R G e 5R DT S B N B4 AR il A2 AN
B

A, AR SCHE I T £ F XLNet — BiLSTM -
Attention [ [ S BUHr A A5 7Y Hodr | XLNet 18
W HEFN A AL 4] F R SCfF B i, A
MM FE T Bert 7£ Fine —tune [ Bt K 115 BiR
2% SRJE FFIH BILSTM 42 BUCSCAR 1) 42 JRy R AE , $5
it Attention AL, WK F A W] B9 A, B )5 8 a2

Softmax T FRECHEAT KT ELAE
1 tHxXxIE

SCHR[ 2] AN T WoS %0 e H 5 FBGHT 1H]
RGN T ) 18 S K AR e, WESTAE H, Bl B[] Y
Het% | (BORT AT AR S T 2300 WLSAR

WAMIF 5T 35 51 L 28T 6 A BGET Al
EIFRE T H & W AR, R oo AR
BB 43S 1) R 3 e AR S Y BE A TN SR, AN
[F] 1) AT P R A 55 2R A7 B, BUAS: T ANl
MR, B GEHLER 4 > ek M H RS O &=
UL TR B 27 27 J5 I e ABOHT Ao I A 52 vh 4 o 2
YEHT, 7E 2021 4, Shifath 2% D R T — Rl ST
Transformer [ J7 R4 COVID—19 G 6], SE50
R R ik 2 1 97.9%,

EEEAT: B (1972—) 2, BRI, EEO57 0 N TR AR, SR A . Email; 1281999898@ qq. com; 58 fH (1997—) 5, B-LWF5E4E,
EEMIOrE: AR E AR, 1 W (1998—) 55 AT A, EROFSET 1) . AR H AL,

Y Fs HEA: 2023-12-25

YV X BERRN ¢+ A% b & A




59 1

BRI 4. BT XLNet—BiLSTM - Attention A5 75 B {BGHT RS M AFF 5% 97

FFAEA M ARAE (F IR 55 i
) MERAFEAE (RP 2 A~k 2 AL Y383 Ik 2
BIRLS ) Z 3% . Zhang S48 73 ISR ELUT i
TR SCRPEIR I8 AR AL, I8 ) 52 56 TiE W 3 25
JERFFIE R AN Z A RERISS G VR — R s A 36
B F-B 4R AR RE . A TR A T A
FEAF SRR TSR L AT RORE R AL | R B R AE A
PEERFETE N A9V 2 FRAE , R AT LSTM $2 UK 2 Hr
fIE, I SVM S TRHERL G, B35 & T i 5 K
M A HERR R, SCHR[ 11-13 18R T Transformer 22
08 28 A e R AR AT 55 R BB R EHT . A
WF5E W5 7E 55 41 (Attention) ML S| FH 238 5 46 I
ST 1 R TR RE IR 25 R B B RRAE 4
BCACHE AR & 1 1 5 RIS R, o ey & o
H TR — I T O AR B HE S -1 - P S A
BRUEESHESL . HCCAN 3 i 15134 B 45 $2 B
ARNEHRHE, R Attention HLHI 5 A 2B K& 15 w15
BRI ESE JE A R0 215 R RRIE R
No

2 XLNet-BiLSTM-Attention &I aff 57

2.1 HRIEZREIT
XLNet—Bil.STM —Attention 155 5ty 3 #4340
o ARSCHREAME 1 PR,

Linear
L)
Attention |2
a (7%} a3
hy ha h
LSIM
pistz M 15
LSIM ISIM 1ISIM
H H, Hiser) Hiser)
XLNet
XLNet JZ Model
E, E, E, Ejser) Eicis)
Input 7 W, W, W, [SEP] [CLS]

Text sequence

1 EREsnE
Fig. 1 Diagram of model structure
2.2 XLNet {Z2BUFE R =
2.2.1 XLNet BRI AT
XLNet' " A58 % iy [ AMIF 5% g BT 7E 2019 4F 41
o XLNet AUt T BERT Y1125 FnE 38 v i 4 i
PEES 5 AN — Bk ), i FLE T PLM HESIE

FERLYI 257 20, F0d R AR R WU B 5 JLASFRic,
i, FpiE] B A 2 Bros . B2 X T
am a student” , PLM F PR % 0] F 17 BEVLHEF , A&
W— BT “student T a am” , 24 “ a” B L 75 2
FAE]“student 17, M IFEAE AR “am”, 24 PLM
FEA R — AR am™ S a” (11 ST AR L]
B, P« a” A2 FHE“am”

I8 G A I am a student
BEHLA]F student 1 a am
T4 student 1 ? ?
ARFA]F:  student I a ?
ARFA)F:  student I a am

B2 BigHm
Fig. 2 Word prediction

2.2.2 XA A ERE LS
MR MRS T 2 AL 5 PLM, B A5 T
P B M R B A EAE B R A TRt R R
XLNet R FIRURL 228 7 ALK O B A5 B & A
AR BRI B AR R EOD MRS AT
PX | X.)= exp(e(X)'¢" (X .,2,)) "
‘ 3 exple(x) ¢(X...2))
X" BN Query stream A1 Content stream,
H1, Query stream W] LU 2 415 10 19 7 & {5 B A fig
F I HHNE(E B M Content stream FE ] DA 21| 24 Aif
FRNAGER WA LA S EF R, 3 1
R TR/ W (T
g An(Q =g KV=RT50)  (2)
hy < Aun(Q =h}" kv =h!2'30)  (3)
Hr, g R B MR s h R AERARE ;m
F7R XLNet BYJ2%0; Q Fon&ifiml i Query; K KR
AT ) & Key; V #£/RNZ A & Value, Q K.V illid
Linear 15 1| H X B (A, 58 8 1 OBUL H T = 1AL
i S B BN 3 7R
Bk EiR“T am a student” 4 [ x,,x,,%5,%, ] .24
TR o, B AR BEARAT o0, o, Ao, AR B, Hid 7E
¥l 3 %) Content Stream it /', [F]B X X, 17 & 157 & I
WAAE BT T 90t5 , 7E Query stream Jii HXT X, A
B AL X, B SUE BT T A%, 52 XLNet #2

AU R R i s H={H, H, -, B} e R™,
X 4, FRoRYEE, BUYEN H = XLNet(E) .




98 Bome b w Nl 5 N A 155
h g h o h g hY g
Attention masks
Masked two—stream attention Content stream
h g h géh h g }1‘4M gl”
Masked two—stream attention Query stream
e(x u e(x: w e(xs u e(x, w A sample order:
(x1) (x2) (x3) (1) 3 2 4 1
B3 WkBEEANE
Fig. 3 Double—stream self-attention mechanism
2.3 BILSTM B ETXEE fo=a(W,« (b x,) + b)) (4)
it BILSTM SCAKRHIE E R OCA Z 5, Al LA i, =0 (W« (h_y,x,) +b) (5)
BINFE 2 2] SOAR B U SOCR M4t RNN 0o,=a(W,+ (h,_,,x,) +b,) (6)

B R, HOs T PSR i 4 R, 4 R T
3FIEESL . mRT T R A TR T, AT

BRSSPy 25 A LAY | AN — 2% [ T BE RS R
FIR 22 F 080, LI 7E AR A 3t ok 3 R 40
AJEWEL LT TIAE R AR [R5 55 200 2
I (145 S8 AR Ak, 810 G A A 3 o 1) S 3 22 ) 9 £ 2 T
Ak, BERETTIAAE FH 245 il i A/ RS 1] 2 1 AN T
B, BN BR S B A% (PR AL 3 A K
bR T EE R 114 )R, DA A B B B e T SCAR
FRA I B M5 .

tanh

i
0

El4 BiLSTM #T4H
Fig. 4 Unit structure of BILSTM

FEREFERN b WFTEE5 T4 AT] TR
TR 3 B (A BAR T A O

Horb, W, FoRTEXS f, AT AAE ; W, &
INTETTE i, RFAOACER ; W, 1158 o, IFAUALER

WU BIE T TR G R A BIE T
BEHURTER S S BB ST e RS R X
T NERARASAR B T S5 T, X UL 3R R

C, =tanh(W, + (h,_,,x,) +b,)

(7)
Ct :f; : Ct—l + it . Ct (8)

Ho, W, FoRi e, ’IRCE B YA TE ¢
ZIESL T tanh BT GIEE 93T 1) 4t €, RN AE BT 28
B JE T B RS AE B h, FoR R REUZEE
JSETHIN

TR A B2 5 A =0k

h, = o, + tanh(C,) (9)

BiLSTM 2 A H J/&458 XLNet 21T token
Z G FRRAG ) [ i, BEAE T X A A ) ) R 3R
B4 R R, 20k i Xt e 000 ) R SCfR B AT R
SMSEREA2E S SAbTE ¢ B 2RI DL R, K I )

h SIZI b, BEERAAEH Attention FIEIA b = | h,

haseee syl € R, FET B, 5 R, OB AT
5N

. -
h, =LSTM(x, ,h,_,) (10)
h, =LSTM(x,,h,.,) (11)



59 1

BRI 4. BT XLNet—BiLSTM - Attention A5 75 B {BGHT RS M AFF 5% 99

2.4 Attention T 7 E
Attention P T BLEXF BILSTM JZ2 5 Hi (1) Beu
s AT IAGTHAL, B e BILSTM 2 A4 i m)
i AF] Atention 2, BRI 25 B A 21 B )2 Rk
AP RIS 3RIR R a0 5 R S
(R REARL A R 0 o 12 BT A5 Ol RS B A] B, )
FHm] [ 2 AR AR 3550 04 2%, SERSCAR G 1) Ry
PRRRIE G, IR AR WA 5 FR
Keyl  Key2 Key3  Key4
Attention

Query
Query Value

Value 1  Value2 Value3 Value4
Source
5 EERNNEITERE
Fig. 5 Computation process of attention mechanism

N T8 3 AL 42 S5y A3 B2 A0 IR T SCAR Bk
F IR R ORI R A, [ S5 5075
AL BETCA S BRIE B 2 R IR A BE g, M —
A BRAL ST SCRAIE . BT AT

u, = tanh( Wh; + b) (12)
u'u
o = ?Xp( pu,) (13)
z eXp(“i”u-)
i=1
v=Y ahn, (14)

Hob, b, FoREA B B tanh 2678 XUH TE )
WO PR w) FOR NGRS R i L 5 0 FOR
AP s v R A tanh B0 &80T 515 3
R TR

3 ZWEHH

3.1 HIEE

ARG EE R Ma S5y e S5 i
(I 35 B Weibo21 , 2% BUHE 45 12 16 ek 45
S G RGN A 58 X B SR AT T U
Ve, A5 H) 1 609 A5 B0HT A |1 076 45 HIHTH] .
3.2 WS

ARSI ST PR MR SO E WL 1. 3R 2,

Fx1 ZHRRERE

Table 1 Experimental environment configuration

x2 RESYHE

Table 2 Model parameter configuration

SEHR IR HARBC
CPU Intel Platinum 8255C
N 128 G
GPU RTX3080
PR Python3. 6

2R {8
Hidden_dim 384
Activation ReLU
Loss CrossEntropy
epoch 10
Batch_size 64
£ K (Ir) 0. 000 02
Dropout 0.2
Optimizer Adam

3.3 XFEESRIE R
% 3 4 XLNet—-BiL.STM - Attention 15 % 5 Hflh 4
TR TR 3 xRS M R PERIB R A 45

3 MWLE
Table 3 Comparison of the models

it KR %
AR 94.0
XLNet 86.2
XLNet-CNN 87.3
XLNet-BiLSTM 91.4
W2V-BiLSTM-Attention 89.6

FEXT EESEI Y, AR SCHE B RURS o e 5 T L
TR A SO 5555 4 2 M e L AR B AE A
Attention HLHIZ S5, KA Attention HLH| <25 B TA4F
AR T 55 R A B, B0 o 58 B AR AIE 1 B2 )
AT AT DA 5B TSR (0 R R . 2R 3 4550 4
4K &, BILSTM B & [k CNN & #% i3 5, K
BiLSTM figfgvE B 2| & 1 b F SCAY 4305 B, fi
CNN HABE B 2 SUAR M Rl ME B . DA SCREAL A
g —dBXT R, 1 F XLNet BEZRTF MG 1R
SRRl A i I HLAE R R — iR £ X, RIVHH IR] B3 28 AR
IF] A 1455 BE 0% 3K A5 S [] 4 3] 1]+, T Word2Vee X
FH TRV IR] B AN [ o 15 7= A6 A ) ) ) 1 i, Jr LA S
— LAY ARG T R B T A SRR A

&RIE

A SCHE A Bl & XLNet — BiLSTM - Attention )
T T 5, SRR PR ARG N 45 85 ) A FR B AR T I
PR NEAR R

T a4 0 o AV 2 B — 2R r R
ARSI AR Ml 2 22 RS R 75 2K, BT DAA T 5 R
SR FER 00 A4 B2 R 43, FF XA AR A 70 4, i v 3
FHTERE



100 Boae i /oL 5 MM $15 %
Knowledge augmented transformer for adversarial multidomain
%%iﬁk multi classification multimodal fake news detection [ J ].

[1] RIZOIUM A , GRAHAM T , ZHANG Rui, et al. DebateNight:
The role and influence of socialbots on twitter During the 1% 2016
U.S. Presidential[ J]. arXiv preprint arXiv,1802. 09808 ,2018.

[2] Wdite. EAMRBTOITE . ol HER SN [T]. B 5165
i, 2019, 72(5) : 58-70.

[3] CASTILLO C, MENDOZA M, POBLETE B. Information
credibility on twitter[ C]/ / Proceedings of the 20" International
Conference on World Wide Web. New York: ACM, 2011;
675-684.

[4] YANG Fan,LIU Yang, YU Xiaohui,et al. Automatic detection of

rumor on Sina Weibo[ C]/ / Proceedings of 2012 ACM SIGKDD

Workshop on Mining Data Semantics. New York: ACM, 2012.

91-97.

SHIFATH S M, KHAN M F, ISLAM M S. A transformer based

approach for fighting COVID - 19 fake news[J]. arXiv preprint

arXiv,2101. 1207,2021.

[6] GUO Chuan, CAO Juan, ZHANG Xueyao, et al. Exploiting

emotions for fake news detection on social media [ J]. arXiv

preprint arXiv,1903. 01728, 2019.

SILVA F C D D, ALVES R V D C, GARCIA A C B. Can

machines learn to detect fake news? a survey focused on social

—
W
[

—
=
[

media [ C ]//Proceedings of the 52" Hawaii International
Conference on System Sciences. Hawaii, USA. dblp, 2019;
2763-2770.

[8] WANG Yaqing, MA Fenglong, JIN Zhiwei, et al. EANN; Event
adversarial neural networks for multi—modal fake news detection
[ C]//Proceedings of the 24" ACM SIGKDD International
Conference on Knowledge Discovery & Data Mining. New York:
ACM, 2018 849-857.

[9] ZHANG Xueyao, CAO Juan, LI Xirong, et al. Mining dual
emotion for fake news detection [ C]//Proceedings of the Web
Conference. New York: ACM,2021.3465-3476.

[10]FhERR. ZHRAERLVG BT RIS & A ISR [ T]. TH5AL
L, 2020 (9): 11-16.

[11] SONG Chenguang, NING Nianwen, ZHANG Yunlei, et al.

Neurocomputing ,2021,462 . 88-100.

[12] WU Lianwei, RAO Yuan, ZHANG Cong, et al. Category —
controlled encoder — decoder for fake news detection [ J]. IEEE
Transactions on Knowledge and Data Engineering, 2023, 35(2) :
16.

[13] SADIQ S, WAGNER N, SHYU M, et al. Feaster, high
dimensional latent space variational autoEncoders for fake news
detection [ C ]//Proceedings of 2019 IEEE Conference on
Multimedia Information Processing and Retrieval ( MIPR ).
Piscataway ,NJ.IEEE, 2019, 437-442.

[ 14]FANG Yong, GAO Jian, HUANG Cheng, et al. Self multi—head
attention — based convolutional neural networks for fake news
detection[ J]. PLoS One,2019,14(9) ; €022271.

[ISTHETET RESR, R M. — Rl 25 BIE R TP 0 R =
KR 3]. NVEBO LRSS, 2021,42(2) ; 348-353.

[16]CHEN Tong, WU Lin, LI Xue, et al. Call attention to rumors;
Deep attention based recurrent neural networks for early rumor
detection[ C]/ / Proceedings of 2018 Pacific Asia Conference on
Knowledge Discovery and Data Mining. Melbourne, Australia;
dblp, 2018, 40-52.

(17 ]Skl XA L, SRR, 1 S BT 5 AR I 2% RN B L 1
ORI ]. DNRMELF LR SE, 2024 ,45 (2): 301-
308.

[ 18] YANG Zhilin, DAI Zihang, YANG Yiming, et al. XLNet;
Generalized autoregressive pretraining for language understanding
[ C]//Proceedings of Advances in Neural Information Processing
Systems. San Francisco, USA: NIPS Foundation, 2019. 5754 -
5764.

[19] MA Jing, GAO Wei, MITRA P, et al. Detecting rumors from
microblogs with recurrent neural networks[ C]// Proceedings of
the Twenty — Fifth International Joint Conference on Artificial
Intelligence (IJCAI'16). New York:ACM, 2016, 3818-3824.

[20] AWAN M J, YASIN A, NOBANEE H, et al. Fake news data
exploration and analytics[ J]. Electronics, 2021, 10(19) ; 2326.



