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摘　 要:
 

随着社交多元化和网络技术的发展,网络上开始出现虚假新闻,给个人和社会造成了不利的影响。 针对此现象,本文

提出基于 XLNet-BiLSTM-Attention 神经模型的检测方法。 首先使用 XLNet 获取具有上下文依赖的词向量,然后通过 BiL-
STM 双向门控单元获取深层次语义信息,最后利用 Attention 机制根据特征的重要性赋予不同的特征权重,并进行文本真实性

检测。 本文模型与 4 种常用神经模型进行对比,准确率达到 94%,均高于其他 4 种模型,从而验证了该模型的有效性。
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Abstract:
 

With
 

social
 

diversification
 

and
 

the
 

development
 

of
 

online
 

technology,
 

fake
 

news
 

began
 

to
 

appear
 

on
 

the
 

network,
 

causing
 

adverse
 

effects
 

on
 

individuals
 

and
 

society.
  

Faced
 

with
 

this
 

phenomenon,
 

this
 

paper
 

proposes
 

a
 

detection
 

method
 

based
 

on
 

the
 

XLNet-BiLSTM-Attention
 

neural
 

model.
 

Firstly,
 

XLNet
 

is
 

employed
 

to
 

obtain
 

word
 

embeddings
 

with
 

contextual
 

dependencies.
 

Then,
 

the
 

BiLSTM
 

bidirectional
 

gated
 

units
 

are
 

utilized
 

to
 

capture
 

deep
 

semantic
 

information.
 

Finally,
 

the
 

Attention
 

mechanism
 

is
 

utilized
 

to
 

assign
 

different
 

feature
 

weights
 

according
 

to
 

the
 

importance
 

of
 

the
 

features
 

and
 

perform
 

text
 

authenticity
 

detection.
 

The
 

proposed
 

model
 

is
 

compared
 

with
 

four
 

commonly
 

used
 

neural
 

models,
 

achieving
 

an
 

accuracy
 

of
 

94%,
 

surpassing
 

the
 

other
 

four
 

models.
 

This
 

reults
 

confirms
 

the
 

effectiveness
 

of
 

the
 

proposed
 

model.
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0　 引　 言

近年来,随着互联网的迅速发展普及,人们不时

就会面临由认知偏见、误导性言论和虚假信息带来

的困扰[1] 。 虚假新闻的传播对社会发展也造成了

不良的影响。 因此,对虚假新闻检测展开研究既可

以维护公共利益和社会稳定,保护好个人权益,也能

避免做出错误的决策,从而导致个人或集体遭受不

必要的损失。
为此, 本 文 提 出 了 基 于 XLNet - BiLSTM -

Attention 的自动假新闻检测模型。 其中,XLNet 通

过排列组合获得包含句子上下文信息的词向量,有
效地改善了 Bert 在 Fine - tune 阶段带来的信息误

差,然后再利用 BiLSTM 提取文本的全局特征,接着

通过 Attention 机制,赋予不同的权重, 最后通过

Softmax 激活函数进行判断真假。

1　 相关工作

文献[2]详细描述了 WoS
 

核心库中关于假新闻

检测领域的论文发表趋势。 研究指出,随着时间的

推移,假新闻研究已然取得了多项可观成果。
国内外研究学者针对社交平台上的假新闻检测

已开展了丰富的研究工作,大部分研究将其视作有

监督的分类问题,通过带标签的数据进行训练,从不

同的角度对假新闻检测任务进行建模,取得了不错

的成效。 早期传统机器学习方法[3-4] 和目前更为主

流的深度学习方法在假新闻检测研究中发挥着重要

作用。 在 2021 年,Shifath 等学者[5]提出了一种基于

Transformer 的方法来检测 COVID-19 假新闻。 实验

准确率最高达到了 97. 9%。



特征有普通特征(字词频率[6] 、符号、情绪词[7]

等)和聚合特征(即 2 个或 2 个以上的普通特征之

间的融合)之分[5,8] 。 Zhang 等学者[9]分别提取了微

博发文和评论的情感特征,并通过实验证明这些情

感特征可以和多个模型结合,作为一种增强模型表

现的手段,提高模型检测性能。 孙王斌[10] 构建了包

括符号特征、情感特征、有效度特征、敏感度特征和

热度特征在内的浅层特征,采用 LSTM 提取深层特

征,并使用 SVM 进行特征拟合,显著提高了谣言检

测的准确率。 文献[11 - 13] 探索了
 

Transformer
 

架

构的变种在虚假新闻检测任务中的有效作用。 还有

研究者将注意力( Attention)
 

机制引用到谣言检测

的研究中[14-16] ,利用注意力机制给提取出的特征分

配权重,有效提高了谣言识别的精度。 韩晓鸿等学

者[17]提出一种基于元路径的推文-词-用户异质图

卷积注意力框架。 HGCAN 通过图卷积网络提取文

本内容特征,利用 Attention 机制聚合邻居节点的信

息并学习子图重要性,进而有效学习节点的特征表

示。

2　 XLNet-BiLSTM-Attention 模型研究

2. 1　 研究框架设计

XLNet-BiLSTM-Attention 模型主要由 3 部分组

成。 本文模型如图 1 所示。

W1 W2 WI [SEP] [CLS]

E1 E2 EI E[SEP] E[CLS]

H1 H2 HI H[SEP] H[SEP]

LSTM

LSTM

LSTM

LSTM

LSTM

LSTM

h1 h2 hI

at,1 at,2 at,3

Linear

XLNet
Model

Textsequence

全连接层

Attention层

BiLSTM层

XLNet层

Input层

图 1　 模型结构图

Fig.
 

1　 Diagram
 

of
 

model
 

structure

2. 2　 XLNet 提取特征向量

2. 2. 1　 XLNet 模型解析

XLNet[18]模型是由国外研究院所在 2019 年提

出。 XLNet
 

不仅改进了 BERT 训练和调试中的依赖

性弱点和不一致性问题,而且提出了 PLM 排列语言

模型训练方式,并使用 AR 来预测最后几个标记。
例如,单词预测如图 2 所示。 图 2 中,对于句子

 

“ I
 

am
 

a
 

student”,PLM 重新将该句子进行随机排序,生
成一个新句子“student

 

I
 

a
 

am”,当预测“a”时就需要

用到“student
 

I”。 此时并没有用到“ am”。 当 PLM
产生的一个新序列中“am”是“a”的上文内容的单词

时,预测“a”才会用到“am”。

I am a student

student I a am

student I ? ?

student I a ?

student I a am

原始句子：

随机句子：

预测句子：

AR预测句子：

AR预测句子：

图 2　 单词预测

Fig.
 

2　 Word
 

prediction

2. 2. 2　 双流自注意力机制

如果用传统的注意力机制计算 PLM,模型就无

法看到被遮掩的词的位置信息。 为解决此问题,
XLNet 采用双流自注意力机制将位置信息 gθ 加入

AR 模型的目标函数中,推得公式如下:
 

　
 

Pθ(Xzt
| Xz < t) =

exp(e(X)Tgθ(Xz < t′zt))

∑
x′

exp(e(x′)Tgθ(Xz < t′zt))
(1)

“双流” 即 Query
 

stream 和 Content
 

stream。 其

中,Query
 

stream 可以看到当前词的位置信息、不能

看到其内容信息,而 Content
 

stream 既可以看到当前

词的内容信息、也可以看到其位置信息。 “双流”的

更新公式分别如下:
gm
zt ← Attn(Q = gm-1

zt ,KV = hm-1
z < t ;θ) (2)

hm
zt ← Attn(Q = hm-1

zt ,kv = hm-1
z≤t ;θ) (3)

　 　 其中, g 表示查询隐状态;h 表示内容隐状态;m
表示 XLNet 的层数; Q 表示查询向量 Query; K 表示

待查向量 Key; V 表示内容向量 Value。 Q、K、V 通过

Linear 得到其对应的矩阵。 完整的双流自注意力机

制实现原理如图 3 所示。
　 　 假设上述“I

 

am
 

a
 

student”为 [x1,x2,x3,x4]、当
预测 x3 时,模型能获得 x1、x2 和 x4 的信息。 其中,在
图 3 的 Content

 

Stream 流中, 同时对 X1 位置信息和

内容信息进行了编码, 在 Query
 

stream 流中对 X3 本

身位置和 X3 上下文信息进行了编码,最终 XLNet 模

型输出层的词向量为: H = {H1,H2,…,
 

Hl} ∈R l×dh,
这里 dh 表示维度。 取值为 H = XLNet(E)。
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h1 g1 h2 g2 h3 g3 h4 g4

x1 x2 x3 x4

(2) (2) (2) (2) (2) (2) (2) (2)

h1 g1 h2 g2 h3 g3 h4 g4
(1) (1) (1) (1) (1) (1) (1) (1)

Maskedtwo-streamattention

Maskedtwo-streamattention

e(x1) w e(x2) w e(x3) w e(x4) w Asampleorder:
3 2 4 1

Querystream

Contentstream

Attentionmasks

图 3　 双流自注意力机制

Fig.
 

3　 Double-stream
 

self-attention
 

mechanism

2. 3　 BiLSTM 获取上下文信息

通过 BiLSTM 文本特征层提取文本之后,可以

更加充分地学习文本上、下文关系。 该网络是 RNN
的改进版,其设计结构如图 4 所示。 图 4 中,设置了

3 种门控机制:遗忘门、输入门和输出门。 分析可

知,遗忘某些内容是必要的,比如一条新闻可能涉及

到很多主题,此时在建模时遗忘来自主题的部分输

入是必要的。 调整门的作用是模拟不同节点类别之

间的信息变化,例如从创建者到文章之间的信息流

变化。 选择门的作用是控制输入 / 状态向量的不同

组合。 通过对遗忘和信息传递的选择性处理,有效

地解决了梯度损失的问题,从而捕捉到取决于文本

序列距离的信息。

ht

ht

Ct

Ct

it
ft

σ σ tanh σ

tanh

Ct-1

ht-1

xt

遗忘门 输入门 输出门
ot

图 4　 BiLSTM 单元结构

Fig.
 

4　 Unit
 

structure
 

of
 

BiLSTM

　 　 在此基础上,研究给出了输入门、输出门和遗忘

门的 3 种阈值的具体计算公式为:

ft = σ(Wf·(ht -1,xt) + bf) (4)
it = σ(Wi·(ht -1,xt) + bi) (5)
ot = σ(Wo·(ht -1,xt) + bo) (6)

　 　 其中, Wf 表示在对 ft 进行计算时的权重;Wi 表

示在计算 it 时的权重;Wo 表示计算 ot 时的权重。
遗忘阈值负责计算要遗忘的信息,输入阈值计算

要更新的数据信息,输出阈值负责决定输出信息。 对

于内部状态信息进行遗忘与更新,对此可表示为:

C
~

t = tanh(Wc·(ht -1,xt) + bc) (7)

C t = ft·C t -1 + it·C
~

t (8)

　 　 其中, Wc 表示计算C
~

t 时的权重,是当处在 t 时
刻情况下,tanh 所创建的新向量; C t 表示在时刻更

新之后所呈现出的状态信息;ht 表示最后隐藏层信

息输出。
计算最终的隐藏层输出公式为:

ht = ot·tanh(C t) (9)
　 　 BiLSTM 层的输入 H 是经过 XLNet 层进行 token
之后所获得的句向量,能够针对输入的句向量来获

取全局特征,继而对被测新闻上下文信息进行更为

全面完整的学习。 当处在 t 时刻的情况下,将正向

h
←

t 与反向 h
→

t 拼接起来作为 Attention 的输入 h = {h1,

h2,…,hl} ∈ R l ×dh
, 其中 h

←

t 与 h
→

t 的数学定义公式可

写为:

h
→

t =LSTM→(xt,h
→

t -1) (10)

h
←

t =LSTM← (xt,h
←

t +1) (11)
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2. 4　 Attention 赋予权重

Attention 模块主要是对 BiLSTM 层输出的隐藏

层向量进行加权计算。 首先将 BiLSTM 层的输出向

量输入到 Atention 层,再将输出结果输入到单层感

知机中得到隐含表达,然后通过对比与上下文向量

的相似性来判定该单词是否为主要单词。 最后,利
用词向量加权求和计算的方法,实现文本级别的局

部特征关注。 计算流程如图 5 所示。

Attention
Value

Key1 Key2 Key3 Key4

Query

Source

Value1 Value2 Value3 Value4

图 5　 注意力机制计算流程

Fig.
 

5　 Computation
 

process
 

of
 

attention
 

mechanism

　 　 利用注意力机制从全局角度获取新闻文本联

系,并关注局部关键文本联系的特点,同时结合优秀

的处理冗余信息和信息丢失问题的能力,从而进一

步强化文本的语义特征。 具体计算公式如下:
ui = tanh(Whi + b) (12)

αt =
exp(ui

Tuw)

∑
t

i = 1
exp(uiuw)

(13)

v = ∑
t

i = 1
αihi (14)

　 　 其中, hi 表示输入隐向量;tanh 表示双曲正切

激活函数; uT
i 表示训练所得参数向量的转置; t表示

语句序列长度; v 表示利用 tanh 激活函数计算得到

的最终句子表示。

3　 实验与分析

3. 1　 数据集

本数据集采用 Ma 等学者[19-20]在其研究中构建

的微博谣言数据集 Weibo21。 该数据集存在特殊符

号与表情等问题,本研究对数据集进行了过滤和清

洗,最终得到 1
 

609 条假新闻、1
 

076 条真实新闻。
3. 2　 实验参数

本文模型实验环境和模型参数配置见表 1、表 2。
表 1　 实验环境配置

Table
 

1　 Experimental
 

environment
 

configuration

实验环境 具体配置

CPU Intel
 

Platinum
 

8255C
内存 128

 

G
GPU RTX3080

编程语言 Python3. 6

表 2　 模型参数配置

Table
 

2　 Model
 

parameter
 

configuration

参数 值

Hidden_dim 384

Activation ReLU

Loss CrossEntropy

epoch 10

Batch_size 64

学习率(lr) 0. 000
 

02

Dropout 0. 2

Optimizer Adam

3. 3　 对比实验分析

表 3 为 XLNet-BiLSTM-Attention 模型与其他 4
种模型通过精准率来评判模型的优劣。

表 3　 模型比较

Table
 

3　 Comparison
 

of
 

the
 

models

模型 精准率 / %

本文模型 94. 0

XLNet 86. 2

XLNet-CNN 87. 3

XLNet-BiLSTM 91. 4

W2V-BiLSTM-Attention 89. 6

　 　 在对比实验中,本文提出的模型精准率高于其

他模型,本文模型与第 4 组的性能比较体现在加入

Attention 机制之后。 因为 Attention 机制会给重要特

征赋予较大的权重,更加注重突出重要特征的影响,
从而可以有效提升模型的准确率。 从第 3 组与第 4
组来 看, BiLSTM 明 显 比 CNN 发 挥 出 色, 因 为

BiLSTM 能够注意到文章的上下文的全部信息,而
CNN 只能注意到文本的局部信息。 从本文模型和

最后一组的对比来看,由于 XLNet 能获得融合上下

文的词向量,并且能表示一词多义,即相同的词在不

同的语境能够获得不同的词向量,而 Word2Vec 对

相同词语的不同语境产生相同的词向量,所以最后

一组模型的精准率要低于本文模型。

4　 结束语

本文提出的融合 XLNet - BiLSTM - Attention 的

谣言测方法,为假新闻检测领域的发展提供了新的

路线和技术支持。
由于如今的新闻分类有许多,单一种类的假新

闻检测很难满足多模态应用需求,所以今后将考虑

假新闻检测细粒度划分,并对模型进行测试,提高适

用性能。
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