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Research on security assessment of loop closing operation in medium-voltage
feeder line based on QRCNN-LSTM-KDE
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Abstract ; To enhance the success rate of the traditional medium—voltage feeder ring closure operation in the distribution network, this
paper proposes a method for assessing the safety of medium —voltage feeder ring closure operations based on a combination of
Convolutional Neural Network (CNN) and Long Short—Term Memory (LSTM) , incorporating kernel density estimation. Firstly, the
historical load data, grid structure parameters, and operational modes are obtained through the distribution network measurement
automation system and subjected to preprocessing. Then, the preprocessed extensive data are organized into a continuous feature matrix
using a sliding time window. Secondly, a hybrid model called Quantile Regression CNN-LSTM ( QRCNN-LSTM) is employed to
establish the mapping relationship between input features and ring closure currents at different percentiles. The QRCNN-LSTM model
is generated to predict ring closure currents at various percentiles, enabling percentile regression prediction. Finally, a Gaussian
kernel density estimation function is employed to calculate the probability distribution characteristics of ring closure currents at any
given moment. The safety of the ring closure operation is quantitatively assessed by computing the probability of exceeding the ring
closure current threshold and the extent of the exceedance. The proposed method is applied in a case study within the distribution
network of a city in Guizhou Province, utilizing DIgSILENT/PowerFactory and Matlab2020a software. Preliminary simulation
results under anticipated scenarios demonstrate the effectiveness and adaptability of the proposed method. The relevant conclusions
and discussions provide valuable insights for the development of intelligent technologies in distribution networks.

Key words: QRCNN-LSTM; medium - voltage feeder line; Quantile Regression; closed—loop current prediction; closed—loop
operation; safety assessment; DIgSILENT
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Fig. 1 Closed—loop current probability prediction model based on QRCNN-LSTM

2 AMERMERNS S INEERR T

2.1 ARBERIFSHYEZEMIT
BEE LT (KDE ) j& —FhE 2 5 8 B A T

71 AR08 B e 3 5 e i, RV L
WG AEAR AT 78 B3 R0 o PRI B E — A% R
SR K T A BRSO A - 357, 75 30 8 A B30 45 19 1K
AR PR, A AT RO AR R A



126 BOfE

2N A | = T A ¢

ERRES

I 0 225 2 () A% PR BN I 345 B R AN R, 6 b T
A A0 b 5 R R IO 157 4 B EEL IR A AN A T AR

A% % A T E O vk A ARG i T WAk o, 7 3
Fi B S A A AN B AR e AR A . T
B S AT BB R /A0 28 i
SEEL S 2 R 3G, AT LATE T A R A
Bl TRIE 38 AT LA 5 AN (] A A2 eR BRI Y T 0
T AT A R R ) DAfEE B 4 il N B AR . 5
A 8 BE A A AT LA 1 38 XORE A5y v R AT B
Bl vE R, T $ i 1A TR HERA PR . A% EE A
TFIFEE 2 B T A& R AU, a4 il 2R P bR
YRR FLgR 2= ) S . HLAAR M, T DU T A 52 bR
B 0 AT, LA B A S 7 T AR 76 R S A DU
Jy IR

AR SCR R A % AR T4 QRCNN- LSTM A5
TRUTGIN () AN R 53 50 B0 A A H I OB A 7 4005 LA
FRAFHE R 2, PG A N A 3 H O M R 2
2RI 15 B STt 0 A1 R AR, 1 1T 65 B0 KU
APPSR Q, (7)) & — R Mo A A RE
$JWﬂMﬁ&F¥ﬁﬁ

yQ()

Jy=— ZK( ) (5)

h =~ 1.060n"? (6)

o, f(y) FRBEARR L PR b FTR 5 A

iJr?HJu,n PR RS EGK () R, —

1O AR R B 125 RANF] , 3% Epanechnikov

AR QRS = o S I S 1 NS i =
Epanechnikov ﬁ'lZl@[ AT .

I—(l—a) ae[-1,1]

K(a)=14 (7)
Jo. ae[-1,1]
Horp, o FoRA8 8 nTi RO RCR .
:y Q}:(Ti) (8)

2.2 BIAERESETN S X IT

(1) s P4 48 45, 1 3% QRCNN -
LSTM & ¥4 Ha, 3t F00 I 1) A 2801, A SC 3k 49 L X [i]
Hh e (S SOV DAy s S0 A 5 40, T A S A 8 5 )
FOPERE , PR SCHR( 23 ] A ITAN 46 bn R AT HEAf 1 3T
RN 5% 25 4L TE

(2) XA PEA $E b, 55 a5 T — A, 7R
SR A3 A b T X [8] ( Prediction Interval, P1) f)
i PPNt G Sy B AR SR T X (R) A 5 R
( Prediction Interval Coverage Percentage, PICP ) {EJy

DX I RE A4 AR Y R AT

PEP:—ZAi (9)
n -
1, Y..e[Y,,Y,]
A, :{ loop Li»1U (10)
05 Yluupi & I:YLUYUL‘:I

Hor, v, FOREBXETR,Y,, FoREExE FR,
A, TR G EE T BRI L
[l P 22058 2 12 7 IX TR 0 AR A G i
| PICP BY{E, 20 1 P X 8] 5 B, e H A5 1)
PR AEAE Sy DX T) 00 1) B A AR 25 5 45 B e 1Y
PICP  fH 2 XS HL ) R G RLRI 5 e U R, 18
S HL I A RGORT i B DX TR SN SR PICP (YR
AN T B AT KOF, B DX R H — A B 5
( Prediction Interval Normalized Average Width,
PINAW ) 513734 5 7 137 )R] RE M/, PINAW /2
T X 1) ) B A AR, HATR AT .
& Yy - Yy
; VR (11)
R = maxY] — minY} (12)
Hr, N R G I I BINAEAR R P
Y, FoRE R AR E AR TR Y, BRE T
HL RS S0 A 55 R FOR T H AR A e K I
IMEZ 22 Y, FEEHRIA— A TR0 X (8] P-4 B
(3) BERBMIFMIEIR, RIBOELL /T B
43 ( Continuous Ranked Probability Score, CRPS)"?"/,
CRPS 1E Ry B v, it ME 58 T 1) B A0 45 B, BB
UANVRE RS TRIE Y S e o /NG W

1 N +oo 5
Pars =y X | _(F(P) ~H(P, = P)YdP, (13)
— 4 ATHER
F(P) =] p(x)da

PINAW =

0, P, <P,

H(P, —P”.)—{l, P =P, (14)
Horpr, p ORI R AL P 3R B30 iR

B H FR B ER RS
(4) B RMEBRRIEARITR , ASCEIERN S
BRAERERAEAREAS . B FBIRAL R (P), B HR
RABRAE (o), FHBRE (o), HITHEAX 2

AUF .

I, =F"(99.9%) (15)
P=P(,=1)=1-F(l) (16)

I
a:«f—nxlm% (17)



5510 1

BB, %, HT QRCNN-LSTM-KDE fy 1R 52k & FRERAE KU IPAG BT 5 127

flmx < f(x)dx
e= (1) x100%  (18)

[T

Hrp, F(x) Fon G AR B R AL
I, RNV i R B 51, Fon G it
O30 PREER A 99. 9% b A HAE 1, Knf
PR EL I AR S AR

(5) B AREBR RS TR, AR R XU PEAS  SCAT
ST, DRUBSEAEL Ay DRSS 114) 2 A W 2% 55 DRI 1 7™ B 5 A+ 7fe
TS, AR SCA IR HE I RS AR A

Ro= X[ foean,  (9)
o) 1, FORBRLE ab MSIBREIAY ; (1) £

R FRHL OB SRR o (1) R B FRAL
R P R R A A b A R R R
SO FE IR R B2 2 R R R ) 7%

Loy (1)

- e -1
g(ly)=——""— (20)
e—1
BRI IR A R
}ah - [ab

]cv(}ah) = /
Hodr ) 1, FRIREEL ab Y SEEH IRAE,
3 AINMREXREITEM A ERE

MR UG PEAR B 5 S, 10 kV B A VR
DR AL 55 2 5 53  Ho— Ry PR KUK 7T BB A
() 5, Lk R A RURS: e A AR, AR S 32
BT IR AR B KU E R 5 1 B 25 A 0
fli G AR R RS KN, IR EOR B WK 2, 5
HAABIRIT .

(1) FIH DIgSILENT 5 25 {5 BT, {7 B3k
A Ao 4 0 T 0 5040 4 | 0 0 A5 7R o A i
BE R T CNN-LSTM TR B 3 BRI 4T 4 30
L 8 T

(2) FIFHFTEEAY CNN-LSTM #%13% 1 QRCNN-
LSTM 4357 5 [ U= FU00 A5 Y | 45 21 45 2347 55 F 5 38
FL AL T

(3) BEAE SRS B 20 L 3 O (B A
i KDE WA REESES B S AT A 23 &
PR AL SR 235 o B ; o J 4 P HE AR R 25 R
AU RIS TR R A Hh 4L

(4) F RIS L5 sR B0 T3 A PR E

(21)

2R A T I AR 1 ) B BRI

(5) H4E P AR R4 i 2 25 5 Bk
545 T o AL R 7 R SR ST S L PR RS
EEg I8

HRAE RN I TT 10 KV HL WA A R G At
BB TR A TR0 | LA % B R P R A 000 155 750
SIATT B ERERAE AR T RE 2 2B (AR 00, [ s 554525 it
2R PR EL AR PR 100 LA B B B JE AR 00, AR SCHS- B
FL IR A 15 R R XU Rl o 3 4 JRUBR: 2
I3+ C G (— XU ) B RRURS: (R AU ) |
A A (TR ) R AR SO E A PPt A A LA
WR: KR FEFR R, = 50 S A GRS, KUK 35 B
20 < R, < 50 4 B A, K645 2 <R, < 204
C HR

i thke
FaS NI
SRR | ity
¥ t
PS4 A R
ML e
! t _
CNN 35t AIRRBR
AL i
v T
QRCNN-LSTM &#F B HGHER
SR sl
v X
TN [] 73057 % R
TAFHER

B2 AMRERBEMETMETERRELEE
Fig. 2 Roadmap for risk assessment methodology of closed —loop

operations

4 EBI3H

SR A e BN RS T — > 10 kV BCHL M R 58
S R O G B G & N 7 i B < 1 2 o T 11 = =1
DIgSILENT #4444 43 o [] SCH#iK [ 23 ] 11438 45 Hb 3 42
2B SO R 1T O o e n A, A
S BPA R AYiE 4T 5 2B 3 A DIgSILENT
FIFEESE A IRBRER AR, 2 45 10 kV BRI A
R 110 kV ZEHL 3 1Y 10 kV Bk, 2 &4k 10 kv
RE 25 R A LR AR K v 08 5 1 g 48
PEIFISCHR[ 23] K B ds T ARS8 A IR AT 1Y) 5 L
PG IEATAR YN 25 5 T



128 oo ®m M5 M OH

ERRES

4.1 HERWNE5%ZEMIT

Wi TS B S BARFEAR S 1% CNN $21U1
A PR AR IE AR f i A BT o E AT IR AR
O, AL BUE Y FEL R (0. 01,0. 997, [ B
0.01, MRIEHTSCE TR, HE47T G I M A 27 5 %
PFF G P F AR T, A5 21 3 0K A PR oL 3 00 &5
o E3~E 5 R T AR EEAKET AR
LRI N 15 min (9 DX FOMIZE R, & 3~ & 5 T
DA, X [B) A2 A SR (A R 2R L 3 T X i)
PR TSR, — o B kb T fer B Bh
FHIFM R 2 . K PICP F1 PINAW X A< 3 7
AR TR DX () SR T 158 22 A, A5 B 1R [R) i 4 Ak B A5
IR 90% 114G A H 7 00 X[l 158 2 L% 1,

0.6

0.5
Z 04
=<
2 Pls(80%)
= PIs(90%)
203 o
= ELYIH
202

0.1

0 20 40 60 80
KAE S /15 min

B3 AREERFKETERERIA XEHRN
Fig. 3 Prediction of closed—loop current IA interval at different

confidence levels

0.6
< 05 PIs(80%)
< PIs(90%)
g 04 FUSEAH
2,
2 03
02

0.1

0 20 40 60 80

KA #/15 min
B4 AREEBEAETEIRETR B XEFHR
Fig. 4 Prediction of closed—loop current IB interval at different

confidence levels

0.5
P PIs(80%)
= 04 PIs(90%)
ES FUSEE
203
K
4z 0.2

0.1

0 20 40 60 80
KBRS /15 min

B 5 AREERFEKFETEIRETR Noop XTI
Fig. 5 Prediction of closed—loop current Iloop interval at different

confidence levels

*1 ARANESHBRXEHTNREE
Table 1 Prediction deviations of closed—loop current intervals at

different locations

B WMXt4  PICP/%  PINAW CRPS
QRCNN 1A 91.2 0.125  0.0563
B 98.6 0.199  0.0486

Tloop 92.3 0.158  0.0635

QRLSTM 1A 90. 3 0.165  0.044 5
B 91.5 0.163  0.0552

Tloop 92.3 0.158  0.0523

QRCNN-LSTM 1A 94.9 0.120  0.0453
B 93. 1 0.180  0.046 3

Tloop 92.8 0.190  0.0421

2 1 ATLVE 1, IR 1 QRCNN il #5s 7
() PICP & 5% i {4 91. 2%, QRLSTM T3 il 5% %1 1
PICP i {5 4 90. 3%, QRCNN — LSTM i il #5% %1 fr)
PICP FAIRME R 92. 8% , & T EAR /K- 90%., #ifh /&
T ERACEZER , AR QRCNN-LSTM il
AR BB R uERME . DXIR) S8 B ARG SRR B Ak T
XA BAYE R Z 0, WA B CRPS {E L n] DL AR
RUFN AR T S 0, & BRA ST 4 AR 78 LA
WP ESEERE

k25 b, Ry TR B A 0 B0 A A B R A
PR AN E ISR | DL SO A R R AL FE AR
Xof S 220 A A R T 25 SR A T R, LR 6~ [
8 7N o Al R e T BBt 2 5 PR AR I, PRk 1 Bt
TA IB & FRIBEES I 56 ik Tloop 4 A0 HL I Y 4 B4 L 37
MR 225 g A1 i 2 A K AR 1 1 R4 =0 A, 38 3
A P il A S s e T pR TR B s A
W B DL KT RE TR ABC L S B0 R P A AN 15
B KA PR E NG 5 15 2k 19 de KAV B
AXF LT HE B PR A 1) 00 3k IR ARE 23R a0 1 5 R
B PRI AU PPAL

1.0

(RS S it
s o o
- =)} oo

S
o

400 450 500 550 600
B PRHLT IA/A
Bl 6 Rt IA SRR R B i £ F0 48 5 B9 2 3 7 B 2k
Fig. 6 Probability density curve of closed —loop current IA and
corresponding probability distribution curve at a specific
moment



5510 1

B 5, % HT QRCNN-LSTM-KDE (1) FE 2k &5 45 0 KUK IPAG F 5 129

0.012
0.010 2 r
SHUNE]
=
= 0.008
iy
.L:Tg 0.006
$
= 0.004

0.002

0
300 350 400 450 500 550 600 650
4 MHL I IB/A

() W22 B 4R

0.8
0.6

0.4

RBI 4

>

0.2

400 450 500 550 600
FHRHL IB/A
(b) e A1 22
E7 FEezlIBSHEREHEMEMNSEESHHL
Fig. 7 Probability density curve of closed —loop current IB and
corresponding probability distribution curve at a specific

moment

0.014 SR
0.012

% 0.010
i 0.008
3 0.006
= 0.004

0.002

0
200250 300 350 400 450 500 550 600

A Tloop/A
(a) M2 B Ik
1.0
0.8
=
& 06
=
Bk
i 04
=
0.2

0
250 300 350 400 450 500 550 600
A Noop/A

(b) B o1 i 2k
8 KKZ Noop BEZR A B Le F048E KL O RE 2R 53 70 h 4%
Fig. 8 Probability density curve of closed—loop current Iloop and
corresponding probability distribution curve at a specific

moment
4.2 BIMREXRE TR
SiIRU se i 2 I R | P N A S R 7N
T TN 25 SR DA RO g AT 7 st 22 5 I L U

R R &, RIGHE L IE 6 FTik, 4555
P R A R A TN 445 SR LU 5 R e R A VR A, )
B PRI E Sa e RE SN es £ = PE N R e
PP R bR, AR IR 2,

x2 ATBRRPERURER

Table 2 Exceedance indicator for closed—loop current probability %

IR N N R R PR R AR
IA 8.0 0.23 4.17
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Table 3 Differential closed —loop impact currents across various

feeders compared to actual values A
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LR A o .
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Table 4 Risk assessment values for feeder closed—loop operations
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