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Named Entity Recognition method for C language course text
based on ROBERTa-BiLSTM-CRF
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(School of Electronic and Electrical Engineering, Shanghai University of Engineering Science, Shanghai 201620, China)

Abstract: The task of named entity and relationship recognition for knowledge points in C language course texts presents its unique
challenges, especially in capturing fine—grained context in technical texts and dealing with the ambiguity of knowledge points. To
better address these challenges, this study introduces a model based on ROBERTa-BiLSTM-CRF for Named Entity Recognition.
Firstly, RoBERTa is used to preprocess the C language course texts, generating rich semantic vectors. These vectors are then fed
into the BILSTM~-CRF model for further training, effectively capturing the contextual relationships of the knowledge points. The
experimental results on the C language course dataset are outstanding, achieving a satisfactory F1 score. This further proves that
utilizing the RoOBERTa-BiLSTM -CRF model for named entity recognition can build a more accurate knowledge graph for the C
language course, which is of great significance for educators to enhance teaching effects, and learners’ learning experience and
effectiveness.
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IR R A BIO BIOES %, HH BIO ARiEJy ik
RIS T 36 T 2R BB A SR AR RS T
fife B AHOR & FHF 45 40 1T SCfF BUAL P 1 BIOES
FREEAE BIO JEAl L3N T SR EH (E) FEms A~
TSR (S) |, FUTF SRS A i A BB o) 2 551 RN AS HL
T SIEAA A R0 1 i 24 S A R G 28 TR0 A9 B 1k
BEXF 2 OSR]I BR 7R 7 i BR R AR SCSL MR O vk
XF C B T URRE SCAR A AN [R] S A 2 A U0 25
fsem, 25K S,

£5 CETREXAMIASTEERIRERG

Table 5 Example of entity type annotation for knowledge points in a course text of C language %

RoBERTa-BiLSTM~-CRF ( BIO $57E)

RoBERTa-BiLSTM~-CRF ( BIOES #7371 )

T H
P R F1 P R F1
E G INA 88.97 89.52 89.24 90. 61 91.38 90. 99
[SE SN 88. 18 88.73 88. 45 89.93 90.72 90. 32
TR A5 89. 41 90.23 89. 82 91.34 91.72 91.53
Bt e 88.26 89. 14 88.70 89.79 90. 13 89. 96
[SE &R 87.63 87.25 87. 44 91. 66 92.18 91.92

AT LA B, A SCIR U T AT C TR S
AR AR SRR R Ll A4
FRBRBIBCRARA T BERART, Xt — el
T RSO TR AR [R] 5 A2 TR 4l L ) 1o A4 A
IR IR E TR K

4 ZERIE

TEARSCH WG RN T RoBERTa-BiLSTM—-CRF
BRI 1EE X C 18 5 RRE SCA Y iy 45 SR B -
KRAIATIR, HbR i [ iRk S50 R e
Z IR C 1B IR R 2O E S B =R
PR, IR A R8T, SCHNBE & 52
2 AR BRIA T SR 5 S R UBIHE B R AR
[ CERVE R, 75248 S ) , N T AKH T 5 2% 1 4y
fE T AR, A SO S A RLTE C 3 5 A AT ) Sk
K RFZ PG LRI T O Re, I8 2 T ok v B R
A B 5 UETAER S, 5851 A T BRERT
A Al RoBERTa X %% 4 1 17 #i &b 22, I F H
BiLSTM-CRF ZE4 #E47 Je 22 0 B8 Ah B, DA 3. 3%
AL T C 18 5 IR SRR S R AR,

JUEAR Y RoBERTa-BiLSTM - CRF #5555 /¢
C 15 5 VR SCARHIR A5 09 i 48 SRR - e B4R
St AEAE S 2 v [R) s 4 B 44 SR AT OC R Y

155 b BB =TT ST B 58 AR SR RTRA
DI A8 S T 125 1 O ) o S5 4 2 5 2R ARUM B4 52
HOR A E X i 4 S AR AT TIRR H R K
T 2% JFUF BIOES fA R 04T TGS, T —FirBe
H B 22 AR R DU R AT X B, ) A BN 5 5 Y
C A H IR SO MR SRR O C I = IR
RITRAL 1 B 5E HE A
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